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Why Companies Trust Pythian

• Recognized Leader:
• Global industry-leader in remote database administration services and 
consulting for Oracle, Oracle Applications, MySQL and SQL Server

• Work with over 150 multinational companies such as Western Union, 
Fox Interactive Media, and MDS Inc. to help manage their complex IT 
deployments

• Expertise:
• One of the world’s largest concentrations of dedicated, full-time DBA 
expertise.  

• Global Reach & Scalability:
• 24/7/365 global remote support for DBA and consulting, systems 
administration, special projects or emergency response
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Oracle Database Appliance
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• 2 node RAC cluster-in-a-box with all infrastructure 
embedded 
• Shared Storage
• Interconnect
• Servers

• 2 x dual-socket Oracle Linux servers
– 24 Intel Xeon processor X5675 cores
– 192 GB main memory
• 12 TB raw disk storage
• 292 GB solid state storage
• Built-in redundancy
– Server, storage, network, power and cooling
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Sun Fire X4370 M2 Overview
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ODA Front View
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ODA Rear View
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Each Server Node (SN) / System Controller (SC)
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Each Server Node (SN) / System Controller (SC)
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System Controller View
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System Controller View

13



© 2011 Pythian

Oracle Database Appliance Architecture
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Only $50K

How much?
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Why is ODA hardware so inexpensive?
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2 Compute Servers

3 Storage Servers

2 InfiniBand switches

Sun Rack

Admin Switch

KVM Device

Exadata quarter 
rack: $330k

Oracle Database 
Appliance: $50k

Single 4U appliance
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Exadata / ODA Comparison

    *    Potential option of iSCSI or NFS but non-standard - it breaks simplicity
    **   Scales within single appliance from 2 to 24 cores
    ***  Technically, can host DB files & even Database Flash Cache but non-standard 

48

Exadata Quarter Rack Oracle Database Appliance

Hardware list price $330k $50k

Storage server software $360k $0

Database license list price $846k $47.5k - $846k

Usable Disk capacity 7TB 4TB

Hybrid Columnar Compression Yes No

Smart Scans Yes No
Expandable disk capacity Storage expansion rack / 

Half rack upgrade
None *

Expandable compute capacity Half rack upgrade None **

Flash memory Exadata flash cache / 
ASM diskgroup

REDO ***

2 cores no 
RAC to 24 
cores RAC
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Generic x86 RAC platform 
vs
Oracle Database Appliance
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Diagram by Kay Yu
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“Simplicity is the 
ultimate sophistication”
	

 	

 	

 	

 -- Leonardo da Vinci
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Cluster Interconnect
Generic x86 vs ODA

vs
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Shared Storage
Generic x86 vs ODA
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iSCSI example

Fibre Channel example

vs

There are also 
SAS expanders 

and HBAs

Diagrams by Kay Yu
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Generic x86 Platform vs Oracle Database Appliance
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Generic RAC 
Platform

Oracle Database 
Appliance

Generic non-RAC

Storage SAN / NAS “Local” shared disks Local disks

Interconnect Network switch Direct Fiber connect N/A

Horizontal scalability High Medium None

Storage scalability Yes No No

Config. flexibility Yes No Yes

RAC HA Yes Yes No

DR Yes Yes Yes

Licensing Node granularity CPU Core granularity Full node only
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Shared storage setup?
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Interconnect setup?
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Multipathing configuration?



© 2011 Pythian27

OS pre-requisites?
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ASMLib configuration & 
upgrade?
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SAN Failures?
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Interconnect Failures?
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Depending on other operations 
teams?
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Infrastructure Performance 
Tuning?
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ODA Small Random Reads - HDDs Scalability
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ODA Small Random Reads: Data Placement (1)
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ODA Small Random Reads: Data Placement (2)
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Co-locating data onto
outer 40% of a disk adds 

50% more IOPS
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ODA Write IO impact - Minimal
not accounting triple write needs
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ODA Write IO impact - Minimal
accounting triple writes
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Two LSI SAS9211-8i  SAS HBAs
*No Cache*
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• Cannot use any cache because of shared storage
• I.e. must go to disk every read or write because of another node

• Be careful not to saturate you IO subsystem with excessive 
writes
• Tune aggressiveness of DBWR processes (MTTR target)

• Direct path loads are OK - sequential writes are not the same

• This is why online redo logs are on SSD!
• redo write time directly contribute to transactions response time

• 600 MBPS per lane (x8) so theoretical bandwidth 4.8 GBPS
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ODA: SSD Performance for LGWR
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ODA Sequential Reads Scalability (one node only)
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RMAN Backup Performance
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• Backup to FRA in ODA
• Optimal number of channels - 8

• 42 GB of data in 1 min 45 seconds (400 MBPS)

• Should be able to achieve higher rates because RMAN spends too much 
time managing metadata and etc

• 1.6 TB full backup in about 1 hour 

• Backup to external location
• BACKUP VALIDATE with 8 channels

• 42 GB of data in 45 seconds (1 GBPS)

• Theoretical maximum wire speed for one link 10 GbE

• 4 TB database can be backed up in 1 hour 15 minutes
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Interconnect performance?

• Cache Fusion operations - hundreds of microseconds
• Like Exadata over Infiniband

• Don’t need InfniBand => doesn’t need to scale beyond 2 nodes

• Dedicated 2 x 1 GbE Fibre links
• No bonding - HAIP is used (new in 11.2)
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Why High ASM Redundancy for Data on HDDs?

• Triple mirroring is not for paranoids

• Theory of disk failures is based on assumptions that 
failures happen according to Poisson process
• Exponentially distributed / non-correlated

• Disk failures in real life are often correlated

44
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Consider a group of n disks all coming from the same production 
batch. We will consider two distinct failure processes:
1. Each disk will be subject to independent failures that will be 

exponentially distributed with rate λ; these independent failures 
are the ones that are normally considered in reliability studies.

2.  The whole batch will be subject to the unpredictable 
manifestation of a common defect. This event will be 
exponentially distributed with rate λ' << λ. It will not result in the 
immediate failure of any disk but will accelerate disk failures and 
make them happen at a rate λ'' >> λ.
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After a Failure Caused by a Global Defect
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     λ’’ - accelerated rate of failure

λ’’ is one failure per week:

Psurv = 78.813%
λ’’ is one failure per month:

Psurv = 94.596%

Psurv = exp(–nλ’’TR)

(normal redundancy)
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After a Failure Caused by a Global Defect
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     λ’’ - accelerated rate of failure
     n - 5 hours
λ’’ is one failure per week:

Psurv = 97.58%
λ’’ is one failure per month:

Psurv = 99.85%

Psurv = (1+nλ’’TR)exp(–nλ’’TR)

(high redundancy)
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Why Normal ASM Redundancy for Redo on SSDs?

• SSD fail less frequently - no moving parts
• Fewer partner disks (n in the formula in previous slides)
• Rebalancing is MUCH faster after a disk failure

• Window of vulnerability can be much lower
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Configuration Worth to Note

• OEL 5.5 without OEK
• Interconnect HAIP (no bonding)
• db_block_checking and db_block_checksum is FULL
• _ENABLE_NUMA_SUPPORT=FALSE
• ACFS is configured (CLoudFS)
• HIGH redundancy ASM for data
• ASMLib is not used
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Things Potentially Missing

• FRA is sized 2 GB regardless of database size
• Backups are not configured by default
• Huge pages not used (AMM is in use)
• OS oracle/grid/root environment variables are not set
• BIGFILE tablespaces are not used
• Only two online redo groups per thread
• swapiness cranked up to 100%
• parallel_servers_target=128 (too much?)
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Oracle Database Appliance Requires 11.2.0.2
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We will upgrade and
migrate your DB

to ODA for free
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Q & A

Email me - gorbachev@pythian.com
Read my blog - http://www.pythian.com
Follow me on Twitter - @AlexGorbachev
Join Pythian fan club on Facebook & LinkedIn
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